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The influence of the inhomogeneous mass distribution in the amino acid sequence on amide-I vibrons in
a-helices is studied within the small polaron approach in a one-dimensional (1D) model. It is shown that
inhomogeneities in the sequence favor a randomness in the polaron Hamiltonian via the dressing mechanism.
The polaron dynamics is thus described by a 1D tight binding model with correlated off-diagonal disorder. At
low temperature, the polaron hopping constants exhibit small fluctuations around a large average value so that
the polaron Hamiltonian appears weakly disordered. Extended states occur over a wide range of energies
around the band center whereas the states close to the band edges appear localized. By contrast, at biological
temperature, a stronger disorder takes place which originates in a drastic decrease of the average hopping
constant. The number of localized states increases but few states close to the band center exhibit a localization
length about to or greater than the lattice size. The extended nature of these latter states is attributed to the

occurrence of short range correlations in the random hopping constants.
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I. INTRODUCTION

In the 1970s, Davydov and co-workers [1,2] developed a
soliton formalism to explain how the energy released by the
hydrolysis of adenosine triphophate (ATP) can be transported
in a-helices. The main idea is that the released energy is
responsible for the excitation of the high-frequency amide-I
vibration of a peptide group. The dipole-dipole coupling be-
tween the different peptide groups leads to the delocalization
of the internal vibrations and to the formation of vibrons.
However, the interaction between the vibrons and the
phonons of the helix induces a nonlinear dynamics which
yields the creation of the so-called Davydov soliton (for a
recent review, see for instance Refs. [3,4]).

Although this formalism gives a comprehensive schema
which explains energy transport in living systems, there is no
clear evidence of the existence of solitons in real proteins.
Therefore, it has been suggested by Brown and co-workers
[5,6] and by Ivic and co-workers [7-9] that the solution to
the Davydov problem is rather a small polaron than a soliton.
In fact, the soliton provides an approximate solution to the
Davydov problem when the vibron bandwidth is greater than
the phonon cutoff frequency, i.e., within the adiabatic limit.
However, as mentioned by these authors, the situation is very
different in proteins since the vibron bandwidth is lower than
the phonon cutoff frequency. As a consequence, the quantum
behavior of the phonons plays a crucial role and the nona-
diabatic limit is reached. The creation of a vibron induces a
virtual cloud of phonons describing a localized lattice distor-
tion which accompanies the vibron. The vibron dressed by
the lattice distortion forms the small polaron. Note that, re-
cently, the femtosecond pump-probe spectroscopy of the
N-H mode in a stable a-helix [10,11] has been successfully
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interpreted within an improved small polaron formalism
[12,13]. Vibrational self-trapping in helices was thus ob-
served for the first time, validating in the same time the small
polaron approach.

Most of the theories applied to the Davydov problem in-
volve a simple one-dimensional (1D) approximation of the
real helix structure. Indeed, starting from a sequence of
amino acid residues regularly distributed along a polypeptide
chain, the helical 3D conformation is stabilized by the hy-
drogen bond between the carboxyl oxygen (CO) of an amino
acid and the amide hydrogen (NH) of a second amino acid
that is situated four residues ahead in the linear sequence.
The helix is thus formed by three spines of hydrogen-bonded
peptide units connected through covalent bonds [14]. Within
the standard 1D Davydov model, the vibron-phonon dynam-
ics of the helix is reduced to that of a single spine containing
a set of identical amino acid residues. Therefore, the funda-
mental question arises whether the real helix structure affects
the small polaron dynamics. The answer to this question re-
quires the knowledge of too many parameters and appears as
an intractable task due to the complex nature of the living
world. We think that the Davydov model has to be improved
step by step by adding successively relevant ingredients in
order to reach a more realistic description of the vibron-
phonon dynamics in proteins.

In that context, the influence of the 3D nature of a real
a-helix has been studied within the soliton formalism (see
for instance Refs. [15-17]) and more recently within the
small polaron approach [18]. In the present paper, we focus
our attention on a different aspect concerning the fact that an
a-helix is built from a well-defined sequence of amino acids.
All proteins in all species, from bacteria to humans, are
formed from the same set of 20 amino acids. Each amino
acid is characterized by its side chain which represents a
particular molecular group. These 20 kinds of side chain vary
in mass, shape, charge, hydrogen-bonding capacity, and
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chemical activities so that a given sequence of amino acids
specifies the 3D protein conformation. Therefore, although
the amino acid units are regularly distributed along the helix
backbone, the protein exhibits a kind of random character
due to the inhomogeneous mass distribution of the residues.
This random character is assumed to strongly modify the
external dynamics of the residues leading to a dramatic
change in the nature of the phonons. Since the phonons par-
ticipate in the dressing mechanism responsible for the po-
laron formation, the inhomogeneous mass distribution is ex-
pected to affect the vibron dynamics.

The aim of the present paper is to give a comprehensive
theory to describe the influence of the inhomogeneous mass
distribution in the amino acid sequence on the small polaron
dynamics. Here, we restrict our attention to the single-
polaron dynamics and we introduce a theory within the stan-
dard 1D Davydov model. The generalization to a 3D «@-helix
structure as well as to two-polaron dynamics will be ad-
dressed in forthcoming papers.

The influence of this inhomogeneity have been already
studied by Forner and co-workers within the soliton formal-
ism (see for instance Refs. [19-21]). To test the stability of
the Davydov soliton against disorder, they assumed that the
mass of each residue is a random variable uniformly distrib-
uted between the mass of the lightest amino acid (glycine)
and the mass of the heaviest amino acid (tryptophane).
Within the so-called D, Ansatz [19,20], they have shown that
a soliton exists for amide-I vibrations and that the inhomo-
geneity does not affect significantly the formation and the
motion of this soliton. Since no change accompanies the soli-
ton dynamics, they concluded that an average-mass approxi-
mation is justified. Forner has also tested other Ansdtze such
as the so-called D, Ansarz [21] and the partial dressing
model introduced by Brown and Ivic [5], which account for
the quantum nature of the phonons. He has shown that no
soliton occurs for the set of parameters describing the
amide-I vibrations. More precisely, traveling solitons occur
at a much larger threshold of the vibron-phonon coupling
strength within the D; Ansatz and these solitons survive the
mass disorder. By contrast, solitons were not found at all
with the partial dressing model. Only dispersive solitary
waves which are destroyed by the mass disorder, were ob-
tained in this latter case.

The paper is organized as follows. The model to describe
the vibron-phonon dynamics in a random a-helix is intro-
duced in Sec. II. In Sec. III, the nature of the phonons is first
summarized. Then, a modified Lang-Firsov transformation is
applied to renormalize the vibron-phonon interaction and to
reach the small polaron point of view [22]. Finally, a mean
field procedure is used to obtain the effective polaron Hamil-
tonian. In Sec. IV, a numerical analysis of the properties of
this Hamiltonian is given and the results are interpreted and
discussed in Sec. V.

II. MODEL HAMILTONIAN

Within the standard model of Davydov, the vibron-
phonon dynamics of an a-helix is reduced to the case of a
single spine of hydrogen-bonded peptide units. Therefore,
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for a particular sequence, the amino acid residues are regu-
larly distributed along a one-dimensional lattice formed by N
sites. The nth site contains a amide-I vibration which be-
haves as a high frequency oscillator described by the stan-
dard creation and annihilation vibron operators b and b,,.
The vibron Hamiltonian is thus written as

H, =2, fi(wy = 2A)bib, = 2 ] (bb,ey +He) (1)

where H.c. stands for the Hermitian conjugate, and w, and A
are the internal frequency and the anharmonic parameter of
each amide-I mode, respectively. In Eq. (1), J; represents the
lateral hopping constant between nearest neighbor residues.
Note that the intramolecular anharmonicity has been implic-
itly taken into account according to the work detailed in Ref.
[12] so that J,=(1+0.93A/ w,)J, where J is the correspond-
ing harmonic hopping constant.

The amide-I vibrations interact with the phonons of the
lattice which characterize the collective dynamics of the ex-
ternal motions of the residues. Within the harmonic approxi-
mation, the nth residue, with mass M,,, is assumed to perform
a small displacement u, around its equilibrium position and
to interact with its neighboring residues via the force con-
stant tensor ®. The phonon Hamiltonian is thus written as

2
1
H,= ; ZP_A;n + EnEn, D(nn")u,u, (2)

where p,, is the momentum associated with the displacement
u,. In an infinite lattice, the tensor ® is defined in terms of
the force constant W between nearest neighbors as

CI)(nn') = 2W5n,n’ - Wén,n’+l - Wb‘n,n’—l'

The Davydov model suggests that the vibron-phonon in-
teraction originates in the modulation of the vibrational fre-
quency of each amide-I vibration by the external motion of
the residues. The resulting coupling Hamiltonian is ex-
pressed as

Ava:(l +277)2 X'}/nn’un’blbn (3)

’
n.n

where 7=6A/w, denotes a correction to the harmonic ap-
proximation [12] and x characterizes the strength of the
vibron-phonon coupling. The matrix element v,,, accounts
for the perturbation of the nth amide-I vibration due to the
motion of the n’th residue. In an infinite lattice, it is ex-
pressed as ¥,/ =, 41— Oy -1 Note that in the following
section the numerical calculations will be performed by con-
sidering a finite size lattice. In this case, both the force con-
stant tensor @ and the 7y matrix have to be modified accord-
ing to the theory detailed in Ref. [23].

In a-helices, the vibron-phonon interaction is assumed to
be strong so that the vibron dynamics is essentially governed
by the so-called dressing effect. The characterization of this
effect requires the knowledge of both the phonon eigenstates
and the Lang-Firsov transformation [22] which are intro-
duced in the following section.
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III. THEORETICAL BACKGROUND

A. Phonons in a random model of an a-helix protein

Due to the inhomogeneous nature of the amino acid se-
quence, the translational invariance of the phonon Hamil-
tonian is broken. Consequently, its diagonalization is not
straightforward and numerical calculations are required to
compute both the phonon eigenstates and eigenfrequencies.
Nevertheless, before preforming such a numerical task, it is
necessary to change slightly the formulation described in the
previous section to define the phonon normal modes and to
introduce the standard phonon creation and annihilation op-
erators.

To proceed, let us deﬂe the reduced displacement of the
nth residue as v,=u,/\VM,. In that case, the phonon Hamil-
tonian is rewritten as

Pl
Hp=2 ?n"'iz D(nn,)vnvn’ (4)

’
nn

where P, is the momentum associated to the displacement v,,
and where D stands for the dynamical matrix defined in
terms of the force constant tensor ® and of the diagonal
mass matrix M as

D=M""oM™". (5)

At this step, the normal mode decomposition is achieved
by performing the diagonalization of the dynamical matrix
D. Such a procedure allows us to define N eigenvalues Qi
and N eigenvectors & (n) labeled by the index A
=1,2,...,N. The index \ refers to a particular phonon mode
with energy (), and for which the quantum dynamics is
described by the well-known creation aj; and annihilation ay
operators. The phonon Hamiltonian is finally rewritten in the
standard form as

HP = 2 ﬁQ)\(CII\a}\ + 1/2) (6)
Y
whereas the displacement of the nth residue is expressed as

h
=2
A

2M,Q,

(a] +a)&(n). (7)

Finally, the vibron-phonon coupling Hamiltonian Eq. (3)
can be rewritten in terms of the phonon normal modes as

AH,, = >, hA\(n)(a} +a))blb, (8)
A\n

where A, (n) accounts for the modulation of the frequency of
the nth amide-I vibration due to its coupling with the Ath
phonon mode. It is defined as

1
Ax(n)=(1+2n)2)(7nnr\/—2hﬂ TR
n' AN !

Note that a zero frequency eigenstate occurs in the phonon
spectrum, whatever the size of the lattice. This state de-
scribes a uniform translation which does not modify the
chemical surrounding of each amide-I vibration. As a result,
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it is not coupled with the vibrons and will be disregarded in
the following of the text.

Due to the inhomogeneity of the amino acid sequence, the
dynamical matrix is equivalent to that of a disordered chain
in which the randomness strongly affects the nature of the
phonons (see for instance [26-28]). Indeed, since the seminal
paper of Anderson [29], it is well known that all the eigen-
states of a 1D tight binding problem are exponentially local-
ized in the asymptotic sense even if the disorder is infinitesi-
mally small (see for a recent review Ref. [30]). Because the
collective dynamics of a disordered chain can be mapped
onto a tight binding model, most of the phonon normal
modes are localized. However, in a finite size lattice, it has
been shown that the chain supports a few delocalized low-
frequency modes whose the number is about VN [31-33].

As a consequence, Egs. (8) and (9) clearly show that the
vibrons will be affected by the inhomogeneous nature of the
amino acid sequence through their coupling with the phonon
normal modes. This coupling depends on both the eigenval-
ues and the eigenvectors of the random dynamical matrix. In
particular, the localized nature of the phonon normal modes
is responsible for a strong n dependence of the vibron-
phonon coupling A,(n) in marked contrast with the simple
phase dependence which occurs in the standard Davydov
model.

B. Small polaron theory and effective Hamiltonian

To partially remove the vibron-phonon coupling Hamil-
tonian, a Lang-Firsov transformation is applied [12,22]. In-
deed, since the vibron-phonon dynamics is dominated by the
dressing effect, we consider a “full dressing” and introduce
the following unitary transformation:

*®

U= exp(z M) aobzbn) (10)
An Q)\

where the symbol * in the sum means that the zero frequency
phonon mode is excluded. By using Eq. (10), the trans-

formed Hamiltonian H= U(H,+H,+AH,,)U" is written as

H=2 1l (w)— 24)bjb, = Eg(n)bib, — 1,(0]0,,1b}b,.,

+H.c)]+ X 2Oy (alay + 1/2) (11)
A
where ®,, denotes the local dressing operator defined as
A
0,=exp( - 2 24 —a (12)
An Q}\

and where Eg(n) is the local small polaron binding energy
defined as

i AP

Egz(n)=nh
? YO,

(13)

In this dressed vibron point of view [Eq. (11)], the vibron-
phonon coupling remains through the modulation of the lat-
eral terms by the dressing operators. Although these opera-
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tors depend on the phonon coordinates in a highly nonlinear
way, the vibron-phonon interaction has been strongly re-
duced by this transformation. As a result, we can take advan-
tage of such a reduction to perform a mean field procedure

[7,8] and to express the full Hamiltonian H as the sum of
three separated contributions as

H=H,+H,+AH (14)

where H,; =((H —H,)) denotes the effective Hamiltonian of

the dressed vibrons and where AH=H-H ‘,,—<(I:] -H,))
stands for the remaining part of the vibron-phonon interac-
tion. The symbol (- --) represents a thermal average over the
phonon degrees of freedom which are assumed to be in ther-
mal equilibrium at temperature 7.

Then, the effective dressed vibron Hamiltonian is written
as

H,p= > fidy(n)bib, - iJ(n)(b)b,, +He)  (15)

where  @¢(n)=wy—2A—Eg(n)/h  and  where J(n)
=J 1<Z®n+ 1) denotes the thermal average of the product of
the dressing operators involved in the polaron hop between
the sites n and n+1.

At this step, the Hamiltonian H,, describes the dynamics
of vibrons dressed by a virtual cloud of phonons, i.e., small
polarons. It takes into account the renormalization of the
main part of the vibron-phonon coupling within the nonadia-
batic limit. The interaction Hamiltonian AH, which charac-
terizes the coupling between these dressed vibrons and the
remaining phonons, is responsible for phase relaxation. It is
assumed to be small in order to be treated by using pertur-
bation theory and will be addressed in a forthcoming paper.

When compared with the standard polaron formalism, Eq.
(15) clearly shows that the local nature of the vibron-phonon
coupling A, (n) strongly modifies the polaron Hamiltonian.
Indeed, both the frequency @y(n) and the hopping constants
J(n) behave as n-dependent variables which exhibit a ran-
dom nature through the randomness of the phonon normal
modes which participate in the dressing mechanism. As a
consequence, it is straightforward to show that the Schro-
dinger equation connected to single polaron states reduces to
a 1D tight binding model with a priori both diagonal and
off-diagonal disorder. Nevertheless, as shown in Appendix
A, the small polaron binding energy Egz(n) defined in Eg.
(13) appears site independent and is equal to the value oc-
curring in the standard Davydov model, ie., Ez=[(1
+27)x]*/W. This result originates in the fact that the Lang-
Firsov transformation is responsible for a translation of the
phonon field proportional to the vibron population. Such a
translation does not modify the phonon kinetic energy but
affects the phonon potential energy, only. As a result, the
renormalization of the vibron frequency is insensitive to the
mass of the residues.

Finally, due to the inhomogeneous nature of the amino
acid sequence, the small polaron dynamics is described by a
1D tight binding model with off-diagonal disorder, only. The
random nature of the hopping constants J(n) is related to the
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TABLE 1. Amino acids used to generate the random sequences
of the residues.

Amino acid Abbreviation Mass (dalton)
Alanine Ala 15.04
Glutamic acid Glu 72.07
Leucine Leu 57.13
Methionine Met 75.16
Lysine Lys 73.16
Arginine Arg 101.18
Histidine His 81.11
Valine Val 43.10

random distribution of the residues through the dressing
mechanism. This disorder, expected to favor the occurrence
of localized states, is described in the following section.

IV. NUMERICAL RESULTS

In this section, a numerical analysis of the effective
Hamiltonian Eq. (15) is performed with a special attention to
the influence of the amino acid sequence on the behavior of
the hopping constants J(n). To proceed, the quantum energy
for an amide-I vibration is fixed to wy,=1665 cm™' and the
well admitted value for the hopping constant J=7.8 cm™ is
used (see for instance Refs. [3,8]). From both recent calcu-
lations and experiments, the anharmonic constant of the
amide-I vibration is equal to A=8.0 cm™' [12,24,25] so that
J,=~J and 5=2.88 X 1072. The phonon force constant W, ex-
pected to range between 13 and 19.5 Nm™, is fixed to W
=15 N m~!. Finally, the strength of the vibron-phonon cou-
pling will be considered as a free parameter allowed to vary
around the standard value y=62 pN.

To determine the mass of the residues let us remind that
along a single spine of hydrogen-bonded peptide units each
amino acid residue is formed by a C=0 group and a N—H
group and involves a side chain and an hydrogen atom linked
to an a-carbon. Therefore, the mass of the nth residue can be
expressed as M,=My+Mp where M;=9.30X 10726 kg de-
notes a reference mass whereas M R, stands for the mass of
the nth side chain. To simulate the inhomogeneous nature of
the sequence of the residues, we thus consider a random
distribution involving the eight amino acids listed in Table I,
only. In that context, each site of the lattice can be occupied
by one of these eight residues with a probability equal to
1/8. Indeed, it is well known that among the 20 amino acids,
only a few of them favor the occurrence of an helical con-
formation of the protein. For instance, alanine, glutamic acid,
leucine, and methionine allow for the formation of helices
whereas proline, glycine, tyrosine, and serine prevent such a
three-dimensional conformation [14].

The behavior of the hopping constants J(n) for a particu-
lar amino acid sequence is illustrated in Fig. 1 for 7=50
(open circles), 150 (open squares), and 300 K (open tri-
angles). In each case, the hopping constants exhibit random
fluctuations around an average value which decreases as both
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FIG. 1. Polaron hopping constants J(n) vs the bond index n for
a given sequence of amino acid residues. The parameters are N
=100, J=7.8 cm™!', W=15 Nm™!, y=(a) 60, and (b) 80 pN. Three
temperatures have been considered, i.e., T=50 (open circles), 150
(open squares), and 300 K (open triangles).

T and y increase. When =60 pN [Fig. 1(a)], the fluctua-
tions are rather small at low temperature (7=50 K) and
J(n)/J ranges between 0.73 and 0.85. As when T increases,
the amplitude of these fluctuations increases and J(n)/J
ranges between 0.42 and 0.67 when T=150 K whereas it
varies between 0.18 and 0.45 when 7=300 K. In the same
way, when =80 pN [Fig. 1(b)], the fluctuations are rather
small at low temperature (7=50 K) and increases when T
=150 K. However, in marked contrast with the previous situ-
ation, the fluctuations slightly decrease when the temperature
reaches 7=300 K. For instance, J(n)/J ranges between 0.21
and 0.49 when T=150 K whereas it varies between 0.05 and
0.25 when 7=300 K. o

In Fig. 2, the effective hopping constant J,;=J(n) defined
as the average hopping constant over the disordered amino
acid sequence is displayed versus the temperature for =60
(open circles), 70 (open squares), and 80 pN (open tri-
angles). The lattice size is fixed to N=200. The figure cor-
roborates the previous results and shows, in agreement with
the standard dressing theory, that the effective hopping con-
stant decreases as both 7 and y increase. For instance, at T
=10 K, the average hopping constant is equal to 6.87 and
6.21 cm™' when y is equal to 60 and 80 pN, respectively. In
the same way, at 7=300 K, the average hopping constant
ranges between 2.10 and 1.32 cm™' when y varies from
60 to 80 pN, respectively. Note that the full lines correspond
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J (em™

o T

0 50 100 150 200 250 300
T(K)

FIG. 2. Average hopping constant vs temperature for =60
(open circles), 70 (open squares), and 80 pN (open triangles). The
parameters are N=200, J=7.8 cm™', W=15 Nm™". The full lines
represent the hopping constant within the standard Davydov model
in which the mass of the residues is fixed to the average mass (see
the text).

to the effective hopping constant of an ordered lattice char-
acterized by identical residues which the mass is fixed to the
average mass of the eight amino acids considered in the
simulation. It is shown that this latter effective hopping con-
stant is almost equal to the average hopping constant. This
feature reveals that the random amino acid sequence gener-
ates rather small fluctuations in the polaron Hamiltonian.
The behavior of the fluctuations of the polaron hopping
constants is shown in Figs. 3-5 via the analysis of the cor-
relation function C(8)=AJ(n)AJ(n+8) where AJ(n)=J(n)
—J,f. The evolution of the correlation function C(0) versus
the temperature is displayed in Fig. 3 for N=200. Whatever
the strength of the vibron-phonon coupling y, the behavior of
the correlation function is characterized by a critical tem-

0.20
0.151
5 0.101
=)
&
—0— X=60 pN
0.051 —o— =70 pN
—a— 4=80 pN
O-OO T T T T T T
0 50 100 150 200 250 300
TK)

FIG. 3. Correlation function of the hopping constant C(0) vs
temperature for N=200, /J=7.8 cm™!, and W=15 Nm™..
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—o— T=55K
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—— T=298K

0.14 4
0.12
0.104 |
0.08 1

C(3) (em2)

0 5 10 15 20

FIG. 4. Correlation function of the hopping constant C(6) vs &
for N=200, J=7.8 cm™!, W=15 N m™!, and y=60 pN; T=55 (open
circles), 160 (open squares), and 298 K (open triangles).

perature T, which discriminates between two regimes. When
T<T,, the correlation C(0) increases as the temperature in-
creases to reach a maximum value when 7=T,. By contrast,
when T>T,, the correlation function decreases in an almost
linear way as the temperature increases. The maximum value
of C(0) appears almost independent on the vibron-phonon
coupling strength and lies below 0.20 cm™2. In agreement
with the features observed in Fig. 2, this small value indi-
cates that the random character of polaron Hamiltonian is
rather weak. As shown in Fig. 3, the critical temperature
strongly depends on the y value and it decreases as y in-
creases. For instance, the critical temperature is located
around 250 K when x=60 pN whereas it occurs around
125 K when x=80 pN. Note that since C(0) is a measure of
the fluctuations of the hopping constants, these features cor-
roborate the results displayed in Fig. 1.

In Fig. 4, the behavior of the correlation function C(J)
with the distance ¢ is shown for N=200 and x=60 pN.
Whatever the temperature, the figure reveals that the random
polaron Hamiltonian is characterized by a correlated disor-
der. Nevertheless, the disorder exhibits short range correla-

0.20
0.18

C(8) (cm2)
[w]
3

o
[l
N

T 1

0 5 10 15 20
o)

FIG. 5. Correlation function of the effective hopping constant
C(8) vs & for N=200, J=7.8 cm™!, W=15 Nm~!, and 7=298 K;
x=60 (open circles), 70 (open squares), and 80 pN (open triangles).
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tions only since C(8) almost vanishes when §=2. In other
words, the correlation function takes significant values for
=0 and 6=1, only, and the figure clearly shows that C(0)
~2C(1). The temperature modifies the amplitude of the cor-
relation function according to the results shown in Fig. 3 but
does not affect the range of the correlation function. Note
that the same features are observed in Fig. 5 where the be-
havior of C(6) is displayed for N=200 and T=298 K for
various x values. Indeed, whatever the strength of the
vibron-phonon coupling, the disordered nature of the polaron
Hamiltonian is characterized by short range correlations and,
as previously, C(8) almost vanishes when 6= 2.

From the standard localization theory, it is well known
that the main consequence of the random nature of the po-
laron Hamiltonian is the occurrence of localized states. As
discussed in numerous papers (see for instance Refs.
[30,34,35]), a way to discriminate between localized and ex-
tended states is based on the analysis of the corresponding
inverse participation ratio. In terms of the ath small polaron
wave function ,(n), the inverse participation ratio P(w,)™!
is defined as

Pwy)™ =2 |a(n)]* (16)

where w, denotes the eigenenergy of the ath polaron state.
In that context, for an ordered finite size lattice containing N
sites, the polaron wave functions correspond to extended sta-
tionary states characterized by an inverse participation ratio
P(w,)"'=1.5/(N+1). In the opposite situation associated to
a state strongly localized onto a single site, the inverse par-
ticipation ratio is equal to unity. Therefore, to discriminate
between localized and extended states, we introduced the
normalized participation ratio 1.5P(w,)/(N+ 1) which ranges
between unity (extended states) and 1.5/(N+1) (strongly lo-
calized states).

The behavior of the normalized participation ratio is illus-
trated in Fig. 6 for N=200, T=10 (open circles), 150 (open
squares), and 300 K (open triangles). In Fig. 6(a), the vibron-
phonon coupling strength is fixed to y=60 pN whereas it is
equal to =80 pN in Fig. 6(b). Note that no average has
been performed so that the normalized participation ratio
corresponding to several random configurations has been re-
ported on the figures.

Figure 6(a) clearly shows that the finite size polaron
Hamiltonian supports both extended and localized states ly-
ing in a band centered around wy—2A—Eg/fi (which has
been used as the reference) over a frequency range of about
2J 5r- However, the temperature strongly affects the nature of
these states. First, due to the dressing effect, the bandwidth
depends on the temperature and it decreases as the tempera-
ture increases. Then, the localized or extended nature of the
states depends on the temperature. At low temperature, most
of the states lying in the core of the band appear extended
and are rather insensitive to the disorder. By contrast, the
states located in the vicinity of the band edges experience
strong modifications and appear drastically localized in a
perfect agreement with the weak disorder theory. This feature
is reinforced when the temperature is increased. More pre-
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FIG. 6. Normalized participation ratio vs energy for N=200, J
=7.8 cm™', W=15 Nm~!, T=10 (open circles), 150 (open squares),
and 300 K (open triangles) and for y=(a) 60 and (b) 80 pN.

cisely, at higher temperature, the number of localized states
increases. They remain in the tails of the normalized partici-
pation ratio which takes place close to the band edges and
which the width increases with the temperature. Neverthe-
less, the normalized participation ratio is always maximum at
the center of the band indicating that the states located
around the band center exhibit an extended nature. In other
words, these latter states are characterized by a localization
length about to or greater than the lattice size.

The same features are observed in Fig. 6(b) when y
=80 pN. However, the figure clearly shows that at low tem-
perature, the normalized participation ratio appears slightly
modified by an increase of the vibron-phonon coupling
strength. This is no longer the case at higher temperature
where an increase of y reinforces the localization mechanism
induced by the temperature.

This latter effect is illustrated in Fig. 7 where the tempera-
ture dependence of the normalized participation ratio at the
frequency equal to 0.25J is displayed for N=200. The figure
clearly shows the occurrence of a transition which discrimi-
nates between an extended and a localized nature of the
states with an energy equal to 0.25/. Indeed, when T
<50 K, the normalized participation ratio is close to unity
and appears almost independent on the vibron-phonon cou-
pling strength. In other words, whatever the strength of the
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FIG. 7. Normalized participation ratio at w=0.25J vs T for N

=200, J=7.8 cm™', W=15 Nm™', y=60 (open circles), 70 (open
squares), and 80 pN (open triangles).

vibron-phonon coupling, the corresponding states are fully
delocalized over the whole lattice at low temperature. In
marked contrast, when 7>50 K, the normalized participa-
tion ratio strongly depends on the vibron-phonon coupling
strength. For a small y value, i.e., =60 pN, the normalized
participation ratio slightly decreases as the temperature in-
creases to reach 0.49 at 7=298 K. In that case, the corre-
sponding states tend to slightly localize. Such a behavior is
reinforced as when the coupling constant y is increased. For
instance, when =80 pN, the normalized participation ratio
rapidly decreases as T increases to reach an almost constant
value equal to 0.03 when 7>260 K. In other words, an in-
crease of the vibron-phonon coupling enhances the localiza-
tion process so that the corresponding states become strongly
localized.

Finally, to illustrate the difference between extended and
localized states, the modulus square of three polaron wave
functions for N=200, T=300 K, and y=60 pN are reported
in Fig. 8. The corresponding energies are (a) —0.4966J, (b)
0.0078J, and (c) 0.4022J. Figure 8 clearly shows that both

(a)
(b)

AM/\/\AM ()

T T T T T T T

0 25 50 75 100 125 180 175 200
n

[¥(n)

FIG. 8. Modulus squared of three polaron wave functions for
N=200, J=7.8 cm™!, W=15 Nm~!, T=300 K, and y=60 pN. The
corresponding energies are (a) —0.4966J (b) 0.0078J, and (c)
0.4022J.
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the low frequency and the high frequency states correspond
to strongly localized wave functions. By contrast, the state
for which the energy lies close to the band center extends
over the whole lattice according to a standard stationary
wave function.

V. DISCUSSION AND INTERPRETATION

To interpret the previous numerical results, let us first dis-
cuss the nature of the disorder which affects the small po-
laron dynamics. Such a disorder arises when a vibron is
dressed by the phonons associated to the collective dynamics
of the residues which belong to the inhomogeneous amino
acid sequence of the helix. The inhomogeneity in the mass
distribution of the residues yields a rather strong disorder
which drastically modifies the phonon dynamics. Indeed, as
listed in Table I, the sequence we have considered involves a
random distribution of eight amino acids which cover a wide
range of distinct masses. For instance, the mass of the side
chain of alanine is equal to 15.04 dalton whereas the mass of
the side chain of arginine, almost seven times greater, is
equal to 101.18 dalton. In addition, the amino acid sequence
is generated by assuming that the masses form a set of inde-
pendent random variables. As a result, the disorder in the
sequence does not exhibit any spatial correlation.

As shown in the previous section, the disorder which af-
fects the small polaron dynamics is rather different from the
disorder in the amino acid sequence, although this latter one
is at the origin of the former one. More precisely, the small
polaron dynamics is described by a 1D tight binding model
with off-diagonal disorder, only. We have shown that the
renormalized frequency of each amide-I mode does not ex-
perience any randomness so that the disorder occurs in the
hopping constants J(n) which form a set of random vari-
ables. These hopping constants exhibit rather small fluctua-
tions around an average value which behaves like the effec-
tive hopping constant for an ordered lattice with identical
residues with a mass equal to the average mass. Note that
these features corroborate the results obtained by Forner and
co-workers within the so-called D, Ansatz [19,20] and who
have shown that the average-mass approximation is justified.
However, they concluded that the inhomogeneities in the
mass distribution do not affect the dynamics of the Davydov
soliton whereas our results clearly show that they can
strongly modify the polaron dynamics. Indeed, due to the
dressing mechanism, the behavior of the hopping constants
depends on both the temperature and the strength of the
vibron-phonon coupling and two regimes occur which dis-
criminate between a weak and a strong disorder. At low tem-
perature, the hopping constants are characterized by small
fluctuations around a rather large average value. In other
words, the dressing mechanism induces a kind of softening
of the randomness so that the polaron Hamiltonian appears
weakly disordered. As when increasing the temperature a
stronger disorder takes place although the hopping constant
fluctuations remain rather small. In fact, the strength of the
disorder does not originate in a drastic increase of the hop-
ping constant fluctuations but is essentially due to the fact
that the average hopping constant decreases as the tempera-
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ture increases. As a result, the ratio between the amplitude of
the fluctuations and the average hopping constant always in-
creases with the temperature. In the same may, the disorder is
enhanced by an increase of the vibron-phonon coupling. As
previously, although the hopping constant fluctuations do not
depend dramatically on this coupling strength, the average
hopping constant is strongly reduced when the coupling
strength is increased.

Our simulation has revealed the occurrence of a critical
temperature which discriminates between two regimes for
the fluctuations of the hopping constants. Below the critical
temperature, the fluctuations increase with the temperature
whereas the opposite feature takes place above the critical
temperature. This behavior is attributed to the fact that the
hopping constants form a set of positive random variables for
which lower value of the distribution is bound by zero. As a
result, at low temperature, the average hopping constant is
sufficiently strong so that the distribution appears rather
symmetric. It does not experience the boundary at the origin
and its width increases with the temperature. However, when
the critical temperature is reached, the average hopping con-
stant is reduced so that the boundary at the origin tends to
modify the shape of the distribution which becomes rather
asymmetric. A narrowing effect of the distribution takes
place so that the hopping constant fluctuations decrease as
the temperature increases.

Finally, our results reveal that the polaron Hamiltonian is
characterized by a correlated disorder since the hopping con-
stants J(n) do not form a set of independent variables. More
precisely, short range correlations occur so that the hopping
constant J(n) is linked to the nearest neighbor hopping con-
stants J(nx1). As shown in Appendix B, these short range
correlations originate in the mass dependence of the hopping
constants. Indeed, the hopping constant J(n) involves the
masses of a reduced number of residues located around the
sites n and n+ 1. For instance, at high temperature, J(n) de-
pends explicitly on the masses M,,_;, M,, M,,,;, and M, ,,. As
a result, the hopping constants J(nx1) involve common
masses with the hopping constant J(n) so that short range
correlations occur although the masses form a set of inde-
pendent random variables.

The occurrence of both a short range correlated disorder
and a transition between a weak and a strong disorder
strongly modify the polaron wave functions. Indeed, the
analysis of the normalized participation ratio has revealed
that in the weak disorder limit, i.e., at low temperature, ex-
tended states occur over a wide range of energies around the
band center. However, the states which the energy lies in the
vicinity of the band edges are strongly affected by the disor-
der and appears localized. This feature was shown to be
rather insensitive to the strength of the vibron-phonon cou-
pling. By contrast, in the strong disorder limit, i.e. at high
temperature, the number of localized states increases drasti-
cally and the localization process is enhanced by the vibron-
phonon coupling. Nevertheless, the states in the vicinity of
the band center appears slightly perturbed by the disorder
and are characterized by a localization length greater than or
about to the lattice size.

To understand these features, let us take advantage of the
fact that the hopping constants perform small fluctuations
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around their average value so that a second order perturba-
tive theory can be applied. To proceed, we define the zero
order polaron Hamiltonian as the average effective Hamil-
tonian as

Hy= 2 fidb}b, — i yf(bb,,, + Hee.) (17)

where J,=J(n) is the average hopping constant introduced
in the previous section. In an infinite lattice, the quantum
states of H,, are plane waves with wave vector ¢ and eigen-
frequencies w,=d—2J,4rcos(q) defining the polaron band.
Note that the wave vector ¢ lies in the first Brillouin zone of
the lattice, i.e., —m<<g <. To recover the effective polaron
Hamiltonian H, [Eq. (15)], a coupling Hamiltonian V has to
be added to the reference Hamiltonian H. This coupling is
defined as

V=2, —hAJ(n)(b}b,.; +H.c.) (18)

where AJ(n)=J(n)—J,. Within the standard second order
theory, a measure of the perturbation induced by the coupling
V onto the eigenstates of H, is given by the average relax-
ation rate W(q). This rate, which characterizes the decay of
the plane wave g over all the other plane waves is defined as

W(g) =272 Kg' V)8 w, - w,0). (19)
q!

After performing straightforward algebraic calculations, this
rate is finally expressed in terms of the correlation function
C(8)=AJ(n)AJ(n+06) as

C(6) 1 +cos(2q) + 2 cos(2qd)
|sin(q)|

Wi =
(q) 2(;, i

(20)
From the knowledge of the relaxation rate, the spatial exten-
sion of the state with wave vector ¢ can be characterized by
introducing the localization length defined as ¢,
=4|v,|/W(g) where v,=2J, sin(q) denotes the group veloc-
ity of the gth plane wave.

The behavior of the localization length vs the energy is
illustrated in Fig. 9. Two situations have been considered. In
the first situation (full circles in Fig. 9), the correlations in
the disorder have been neglected so that it has been assumed
that C(5) vanishes when 6# 0. In that case, the relaxation
rate is defined as

C(0) 3 +cos(29)
Wig)=———=— (21)
Jo  Isin(q)|
whereas the localization length is expressed as
8%, sin’ 1
gq — eff (CI) (22)

C(0)  3+cos(2g)’

As shown in Fig. 9, the localization length vanishes at the
band edges and is maximum at the band center. However, it
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FIG. 9. Theoretical localization length for both uncorrelated
(full circles) and correlated (open circles) disorder.

remains finite over the entire polaron band which indicates
that all the states are localized. Note that at the center of the
band, the localization length is equal to &,
:8J§ff sin’(¢)/2C(0). This expression is equivalent to the lo-
calization length occurring in the 1D Anderson problem
within the weak disorder limit and the factor 2C(0) plays the
role of the standard deviation of the one-site random energies
[30].

In fact, the interpretation of our numerical results requires
to account for the correlations in the disorder. To proceed, we
take advantage that the correlation function takes significant
values for 6=0 and 6=1, only, according to the relation
C(0)=2C(1). As a consequence, by considering these short
range correlations the relaxation rate is defined as

4C(0) 1 +cos(29)

Wiq) = ; (23)
Jop  Isin(g)]
whereas the localization length is expressed as
8J2,, sin’ 1
§q _ et (9) . (24)
C(0)  4[1+cos(2g)]

In that case, a remarkable feature occurs since Eq. (23)
clearly shows that the relaxation rate vanishes when ¢
=/2. Therefore, although the localization length behaves
almost like in the uncorrelated situation near the band edges,
it drastically increases when the energy reaches the center of
the band and explicitly diverges at the band center (see open
circles in Fig. 9). In others words, short range correlations in
the disorder do not significantly modify the localized nature
of the states located close to band edges but they drastically
enhance the delocalization of the states at the band center.
These results are in perfect agreement with recent investiga-
tions which have revealed that 1D lattices can support ex-
tended states when the disorder exhibits spatial correlations.
For instance, it has been shown within the so-called random
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dimer model that short range correlations in on-site poten-
tials can give rise to a discrete set of extended quantum states
so that the corresponding localization length diverges only
for discrete values of the energy [36-38]. Note that it has
been shown that specific long-range correlations in potentials
may lead to the emergence of a continuum of extended states
(see for instance Ref. [39] and references therein).

Finally, as shown in Eq. (24), the strength of the localiza-
tion length is proportional to szf/ C(0). Therefore, although
the fluctuations of the hopping constants remains rather
small, such a dependence indicates that the localization
mechanism is governed by the behavior of the average hop-
ping constant J,;. According to the well-known dressing
mechanism, we have shown that this effective constant is
reduced by an increase of both the temperature and the
vibron-phonon coupling strength. Such an increase results in
an enhancement of the localization as observed in our nu-
merical simulations.

VI. CONCLUSION

In this paper, a comprehensive theory was introduced to
describe the influence of the inhomogeneous mass distribu-
tion in the amino acid sequence of an a-helix on the dynam-
ics of amide-I vibrons. In a-helices, the vibrons are strongly
coupled with the phonons associated to the external dynam-
ics of the residues so that their dynamics is essentially gov-
erned by the so-called dressing effect. This effect favors the
formation of small polarons which correspond to vibrons
dressed by a virtual cloud of phonons. In that context, it has
been shown that inhomogeneities in the amino acid sequence
induce a randomness in the small polaron Hamiltonian
through the dressing mechanism. The polaron dynamics is
thus described according to a 1D tight binding model with
correlated off-diagonal disorder, only. At low temperature, it
has been shown that the hopping constants exhibit small
fluctuations around a rather large average value so that the
polaron Hamiltonian appears weakly disordered. Extended
states occur over a wide range of energies around the band
center whereas the states close to the band edges appear lo-
calized. By contrast, at biological temperature, a stronger
disorder takes place which originates in a drastic decreases
of the average hopping constant although the hopping con-
stant fluctuations remain rather small. The number of
strongly localized states increases but few states close to the
band center remain slightly perturbed by the disorder and
exhibit a localization length about to or greater than the lat-
tice size. The extended behavior of these latter states was
attributed to the existence of short range spatial correlations
in the random hopping constants.

To conclude, let us mention that forthcoming works will
be devoted to the study of the interaction of the polaron with
the remaining phonons through the coupling Hamiltonian
AH. This interaction will be responsible for an additional
contribution to the relaxation rate and is expected to strongly
modify the small polaron eigenstates. Therefore, it seems
necessary to account about both the disorder and the cou-
pling with the remaining phonons to address a complete
theory to describe the transport properties in proteins.
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APPENDIX A: EXPRESSION OF THE SMALL POLARON
BINDING ENERGY

From Eq. (13), the small polaron binding energy is ex-
pressed as

[(1+ 27 S &lm) 1 &(m')
2 /%11117nm \”/M_m Qi \/M_

’
N,m,m m

Ep(n) =

(A1)

From the definition of the dynamical matrix D Eq. (5), it is
straightforward to show that the small polaron binding en-
ergy does not depend on the residue masses and is defined in
terms of the force constant tensor @ as

Eg(n) =

(A2)

2 2
—[(1"'277))(] > VYo @ (1mm").

r
m,m

In an infinite lattice, the well-known Bloch transformation
allows for the diagonalization of the force constant tensor. As
a result, the small polaron binding energy is written as

[(1 + 27])X]2 2 'Ynm')/nm’eik(m_m )
2N 2W[1 - cos(k)]

’
m,m' k

Ep(n) = (A3)

By inserting the form of the corresponding y matrix, Eq.
(A3) is finally expressed as

[(1+2n)x]? s L+cosk [(1+2mx]
N W wo

’
m,m' k

Ep(n) =

(Ad)

APPENDIX B: CALCULATION OF THE HOPPING
CONSTANT J(n)

From the definition of the dressing operators Eq. (12), the
hopping constant J(n) is expressed as

J(n) =J1<eXp<E M(ai—ax)».
A X
(B1)

After performing the average over the phonon degrees of

freedom assumed to be in thermal equilibrium at the tem-

perature T, the hopping constant J(n) is written as

Ay(n) = Ay(n+1)
N

2
J(n) =1, exp(— > (ny + 1/2))

\
(B2)
where ny=1/[exp(f{)\/kzT)—1] denotes the Bose distribu-

tion. By inserting the expression of A,(n) [Eq. (9)] in Eq.
(B2), the hopping constant J(n) becomes
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(1+279)°x &(p) 1 10y &(q)
Jn)=J - —_— - - - coth — —|. B3
(n) 1 CXP< % % 4% ('Yn,p 7r1+l,p)(7n,q 7;1+l,q) \“"Mp 9}3\ CO ZkBT \e’/ﬁq ( )

To simplify the previous expression, let us introduce the local (4X4) matrix A, in which the elements are defined as
AP @)=Y p= Yur1 p)(Vg— Yus1,¢)- Therefore, it is straightforward to show that the hopping constant can be formally ex-
pressed as

(B4)

1+279)°¢° D2
J(n) = J, expl — (ATr A M2 coth( M2
4h 2kzT

At this step, Eq. (B4) yields the general expression of the hopping constant J(n) which has been used for the numerical
simulations presented in the text. It clearly shows that the mass dependence of the hopping constant is twofold. First, it arises
directly via the occurrence of the mass matrices. Then, it is hidden in the definition of the random dynamical matrix.
Nevertheless, at high temperature and for an infinite lattice, this expression can be simplified and it is straightforward to show
that J(n) is expressed as

(1+29)°x*ksT

2Hh (B5)

J(n)=J, exp(— Tr(Bnq)_2)>

where the mass dependence occurs in the (4 X 4) matrix B,=M"?A,M"? defined in the subspace connected to the sites n

-1, n,n+1, and n+2 as

/ ,/ [
Mn—l - \"Mn—an - \’Mn—anH VMn—an+2
/— /— ’!’—
- \’MnMn—l Mn VIunMnH - \‘M11Mn+2
B,= / f —_— (B6)
- V]WrH-IMn—l \’Mn+an Mn+l - VMn+1Mn+2
!’ / /
\‘Mn+2Mn—1 - \'Mn+2Mn - \/Mn+2Mn+1 Mn+2
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